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Sold!: Auction Methods for Multirobot Coordination
Brian P. Gerkey and Maja J. Mataric´

Abstract—The key to utilizing the potential of multirobot sys-
tems iscooperation. How can we achieve cooperation in systems
composed of failure-prone autonomous robots operating in noisy,
dynamic environments? In this paper, we present a novel method
of dynamic task allocation for groups of such robots. We imple-
mented and tested an auction-based task allocation system which
we call MURDOCH, built upon a principled, resource centric,pub-
lish/subscribecommunication model. A variant of the Contract Net
Protocol, MURDOCH produces a distributed approximation to a
global optimum of resource usage. We validated MURDOCH in
two very different domains: a tightly coupled multirobot physical
manipulation task and a loosely coupled multirobot experiment in
long-term autonomy. The primary contribution of this paper is to
show empirically that distributed negotiation mechanisms such as
MURDOCH are viable and effective for coordinating physical mul-
tirobot systems.

Index Terms—Auctions, contract nets, coordination, multirobot
systems, task allocation.

I. INTRODUCTION

H OW CAN WE intelligently coordinate groups of robots?
Effective robot teams must work together on tasks, effi-

ciently sharing the workload in much the same way as a group
of humans might. The key to exploiting the potential of mul-
tirobot systems iscooperation. Robots should, whenever pos-
sible, cooperate strongly in order to maximize their overall task
performance. Modern robots are equipped with high-bandwidth
communications and a diverse array of sensors and actuators;
these resources can and should be exploited in order to achieve
cooperative behavior at the group level. By sharing information
and leveraging each others’ skills, a group of robots can truly be
more than the sum of its parts.

How can we achieve such cooperation in systems composed
of failure-prone autonomous robots operating in noisy, dynamic
environments?

One model, especially popular in the field of swarm robotics
[1], [2], is emergentcooperation: the robots do not explicitly
work together, but group-level cooperative behavior emerges
from their interactions with each other and the world. This kind
of cooperation is observed in nature and appears to be the evolu-
tionary favorite for cooperation among nonhuman animals. An
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emergent system, when constructed skillfully, can be extremely
effective and is likely the simplest and most elegant solution
to a problem. However, it is a solution to aspecificproblem,
and if robots are to be generally useful, they must be capable of
solving a variety of problems. Furthermore, emergent coopera-
tion solutions have traditionally been applied to homogeneous
robot groups and have relied heavily on redundant skills across
the group to achieve good overall performance.

For our general strategy, we choose instead anintentional
model of cooperation [3]. In this model, robots cooperate ex-
plicitly and with purpose, often through task-related commu-
nication. As compared with emergent cooperation, intentional
cooperation is better suited to the kinds of real-world tasks that
we, as humans, might want robots to do. If the robots are de-
liberately cooperating with each other, then, intuitively, humans
can deliberately cooperate with them, which is a long-term goal
of multirobot research. In this paper, our use of intentional coop-
eration is at the level oftask allocationand need not propagate
to the level of task execution. Importantly, we do not prescribe
or proscribe any particular method for implementing the details
of a task. For example, if we assign a foraging task to a team of
robots because they are the best fit for the job, they can execute
the task in any way they wish, from probabilistic swarming to
classical planning.

In deciding who should do what in a team, we take inspi-
ration from the distributed artificial intelligence (DAI) com-
munity. Specifically, we employ fitness-based auctions and a
simple negotiation protocol. The concept of negotiation neces-
sarily entails some form oftask commitment, which can com-
plicate system design and might hinder performance or fault
tolerance [4]. However, a large class of tasks, especially those
involving physical state, can benefit from the robots’ willing-
ness to commit. Furthermore, as we demonstrate, task alloca-
tion based on explicit negotiation can be an effective and fault-
tolerant method for controlling multirobot systems. Thus, this
paper answers the challenge posed in [3]:

“[Negotiation-based] solutions have not been ade-
quately demonstrated insituated agent (i.e., robotic)
teams, which have to live in and react to dynamic and un-
certain environments amidst noisy sensors and effectors,
frequent agent failures and a limited bandwidth, noisy
communication mechanism.”
To address the challenge, we present a novel method of

dynamic task allocation for groups of robots. We have im-
plemented and tested MURDOCH, a general task allocation
system based on a principled, resource centric,publish/sub-
scribe communication model that makes extensive (but
efficient) use of explicit interrobot communication. MUR-
DOCH is a variant of the well-known Contract Net Protocol
(CNP) [5] and uses simple auctions to allocate tasks. Since our
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goal is not to exploit resources in a globally optimal fashion,
but rather to investigate practical and efficient methods for
allocating tasks to groups of autonomous and heterogeneous
physical robots, we have built MURDOCH as a completely dis-
tributed system. As such, it offers a distributed approximation
to a global optimum of resource usage which is equivalent to
an instantaneous greedy scheduler. We have tested this system
in two very different domains: a tightly coupled multirobot
physical manipulation task and a loosely coupled multirobot
experiment in long-term autonomy. The primary contribution
of this paper is to empirically demonstrate that distributed ne-
gotiation mechanisms, such as MURDOCH, are indeed viable
and efficient for coordinating physical multirobot systems.

The rest of this paper is organized as follows. In the next sec-
tion, we precisely define the problem with which we are con-
cerned. In Section III, we position our research in the context
of the relevant work on this problem. In Section IV, we explain
and justify our approach. Sections V and VI give the details of
our implementation of the approach, called MURDOCH, and
the experiments we have used to validate it. We present and dis-
cuss results from these experiments in Section VII, and conclude
with Section VIII.

II. THE PROBLEM

As stated above, we are concerned with the problem of mul-
tirobot coordination. In this paper, we attack one part of that
problem: task allocation for groups of robots. We characterize
our domain with the following assumptions:

• the system is composed of physically embodied robots;
• the robots are heterogeneous, possessing different skills;
• the robots can communicate, but messages may be lost;
• the robots are honest and cooperative;
• the robots (or parts of them) can fail at any time;
• a robot may not be aware of its own (partial) failure;
• the robots are multipurpose, not task specific;
• no model is available to describe the sequence in which

tasks are generated;
• if a robot is to oversee a task, it can determine its own

progress and completion of the task.
Together, these assumptions define a realistic environment in

which task allocation can be explored. In fact, all but the last
three assumptions arise directly from the unavoidable character-
istics and constraints of working with physical robots. The three
self-imposed constraints represent our view of what will be re-
quired of multirobot systems for them to be generally useful.

In order to reason clearly about multirobot task allocation,
we cast it as adynamic resource-allocation problem. Given a
set of resources and a sequence of tasks, the goal is to assign re-
sources to tasks in an efficient manner. In its most general form,
this problem is equivalent to the NP-complete conjunctive plan-
ning problem [6]. Clearly, the traditional planning approach will
not suffice for the physical robot domain with which we are
currently concerned. Aside from the well-known problems of
providing timely responses and reacting to unexpected contin-
gencies, a planning system is especially unsuited to our task-al-
location problem because, from the perspective of the robots,
which are model free, the tasks appear to berandomlygener-

ated (in our validation they are, in fact, generated randomly).
Without a model of the world, planning provides no benefit.

In a model-free environment, with no expectation of what fu-
ture task allocation requirements might be, the goal is to allocate
each incoming task as efficiently as possible based on what the
system is trying to optimize. In our approach to task allocation,
we strive to minimize three aspects of the system:

• resource usage;
• task completion time;
• communication overhead.

These criteria are not orthogonal; rather, they interact
strongly. For instance, a task allocation that minimizes resource
usage might take longer to complete than another assignment
which minimizes completion time. Likewise, having found
an inadequate task allocation, one might choose to expend
additional bandwidth in search of a better allocation. The
details of these tradeoffs are application specific, but the overall
optimization goal remains the same.

III. RELATED WORK

The problem of multirobot coordination touches on many es-
tablished research areas. In this section, we discuss the relevant
work in task allocation (both physically embodied and not) and
box pushing (one of our experimental validation domains; see
Section VI-B.II).

A. Unembodied Task Allocation

Beginning with the seminal CNP [5], automated coordination
schemes for multiagent systems have been applied to a wide
variety of problem domains. In fact, the CNP itself has been
widely studied and extended [7]–[9]. A number of other coordi-
nation approaches have also been proposed; to date, two of the
more mature systems are the Open Agent Architecture [10] and
RETSINA [11]. Both architectures focus on providing a max-
imally general environment in which a diverse population of
agents, such as user interfaces and legacy database management
systems, can interact and coordinate. Since we are concerned
specifically with task allocation for physical mobile robots, we
do not require the overhead (such as ontology specifications)
that allows these systems to be so general. There is a compo-
nent of task allocation among their agents, although the tasks
are purely informational, rather than physical. Both architec-
tures accomplish task allocation through a broker (calledfacil-
itator andmatchmaker, respectively) which matches new task
requests with agents that have previously advertised relevant ca-
pabilities. In contrast, MURDOCH completely distributes the
matchmaking process and thus, does away with the centralized
broker [12].

A more situated (but still notembodied) distributed co-
ordination system is the process schedulerCondor [13],
which attempts to maximize processor usage in a network by
remote execution of background jobs on idle workstations.
More recently, the same process scheduling problem has been
approached from an agent perspective withChallenger[14].
The scheduling mechanism inChallenger requires agents
throughout the network to bid for available jobs in a manner not
unlike the auctions used in MURDOCH. Auctions have been
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demonstrated in the control of simulated robots performing
an area-coverage task [15], and preliminary results have been
reported with physical robots in a mapping task [16]. However,
to our knowledge, MURDOCH is the first proven application
of auction methods to the coordination of physical multirobot
systems applied to multiple tasks.

B. Embodied Task Allocation

Compared to software agent systems, task allocation for
physically embodied robots has received far less attention.
A notable exception is ALLIANCE [3], an architecture for
coordinating behavior-based robots [17], [18] that must co-
operate to achieve some task. Every robot knows the entire
task to be completed; the robots usemotivational behaviorsto
compete for the various task components over time. Each robot
tracks both its own and its teammates’ fitness and progress,
incorporating this performance information into local measures
of impatienceandacquiescence. If a robot becomes sufficiently
impatient, it may seize a task from a sufficiently acquiescent
robot, thereby providing fault tolerance. ALLIANCE has been
demonstrated on multirobot foraging [3], box pushing [19], and
target tracking (CMOMMT) [20].

A similar but more minimalist approach to robot task allo-
cation is taken by BLE [21], a modern distributed derivative of
the Subsumption Architecture [22] that has been demonstrated
on a weighted version of the CMOMMT target-tracking task. In
the BLE framework, robots have no commitment to their task;
the relevant behaviors themselves continuously communicate to
decide who is best fit for each job. Since the robots may switch
tasks at any moment, the system has a good dynamic response
to environmental changes, at the expense of added communica-
tion required for the continuous fitness broadcasts.

Importantly, both BLE and ALLIANCE assume behavior-
based control of the robots in the team. They implement task
allocation through behavior inhibition; each robot has some de-
sire to execute each task and the robots suppress each others’
activity directly at the behavior level. We make no such assump-
tions in MURDOCH, requiring only that each robot be able to
start and stop a task–execution module (be it behavior based,
hybrid, or deliberative) on demand.

C. Box Pushing

Box pushing has long been one of the canonical task do-
mains for mobile robot researchers and a natural one for co-
operative robotics. Several (but not many) systems have been
demonstrated; we highlight the relevant ones here.

At one extreme, [23] and [24] describe a swarm-like method
for moving a large box with many small, locally controlled
robots; the system could fairly be described asemergent. In
stark contrast is the planner-based master-slave pushing system
described in [25]. A similarly deliberative approach is taken
in [26]; the authors focus on the analysis of various two-robot
pushing protocols with regard to information requirements.
Some middle ground is found by the two-robot behavior-based
approach presented in [27], with an emphasis on the robots’
learning policies to enable effective cooperation. In [19], a
fault-tolerant two-robot box-pushing system is developed and
proof-of-concept demonstrations are given. More recently, a

method for single-robot box pushing through an obstacle field
(in the context of robot soccer) is given in [28].

With regard to the pushing control system itself, the work we
present in this paper is most similar to the pusher-steerer pro-
tocol of [26] and, to a lesser extent, the master-slave system of
[25]. However, neither of these architectures made any provi-
sion for robot failures. Of the other three multirobot systems,
only [27] is goal directed, and in that case, both pushing robots
could directly perceive the goal, somewhat reducing the need
for cooperation.

IV. OUR APPROACH

We have developed an approach to the resource-allocation
problem given in Section II. In this section, we motivate our
communication model, task representation, and auction model.
The implementation details of the approach are given in the next
section.

A. Anonymous Communication

Traditionally, communication in computer networks uses
point-to-point unicast message delivery. That is, when Com-
puterA wants to send a message to ComputerB, A addresses
the messageby nameto B and hands it off to the network. This
communication model is problematic in robot systems for two
reasons.

First, compared to broadcast messaging, unicast is extremely
inefficient for delivery of messages to multiple recipients.
Using broadcast, we can send a message once and it will be
received by everyone, yielding a potentially large savings in
bandwidth, which is an important consideration for multirobot
systems. Second, the systems that we wish to control are
fluid. Robots can move in and out of communication range,
the communication system itself can drop messages, and the
robots can experience many different failures. In order to
tolerate these dynamics, the communication layer should never
address robots by name. Instead, robots should communicate
anonymouslythrough broadcast means.

B. Hierarchical Task Structure

To effectively describe the tasks required for our allocation
problem, we must choose a representation that is both powerful
enough to handle a wide variety of tasks and simple enough for
a human to use. For this purpose, we have developed a flex-
ible hierarchical task structure. A task is simply a tree which
can contain other tasks. That is, the root node of one task tree
can be an intermediate node in another task tree. In these trees,
a parent-child relationship means that the parent task is respon-
sible for allocating (and subsequently monitoring) the child task.
Since, in this paper, we are investigating task allocation, not task
decomposition, we delegate to the designer the work of defining
the task trees in the form accepted by MURDOCH. Alterna-
tively, an offline planner, such as that described in [29], endowed
with knowledge of the preconditions, postconditions, and inter-
dependences of the tasks involved could be employed. Note that
the planner would not be deriving specific motion sequences,
but rather overall task structure; the robots themselves generate
in situ trajectories.



www.manaraa.com
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C. Auctions

Auctions, in one form or another, have been used in societies
throughout history to allocate scarce resources among individ-
uals and groups. The auction, as used by humans, has proven
a powerful tool for achieving efficient resource allocations, es-
pecially in large-scale environments in which the acquisition of
consistent global state information is difficult or impossible. As
a consequence, auctions have garnered a great deal of attention
from economists, and a rich body of theory exists regarding their
properties, especially their ability to deal with uncertainty. For
an overview of the common auction types, see [30]. Auctions
have also been studied theoretically by researchers in the field of
multiagent systems. Many algorithms for holding and deciding
auctions have been proposed and analyzed, both from the per-
spectives of resource allocation and task allocation. We decided
upon auctions because they are particularly well suited to our
distributed robotic domain: auctions are scalable, allow for sig-
nificant compartmentalization of data and control, and are effi-
cient in computation and communication.1

It may seem counterintuitive to employ a competitive mecha-
nism (i.e., the auction) in order to elicit cooperative behavior.
In our case the difference between competition and coopera-
tion reduces to a question of motivation: are the robots selfish?
Philosophical arguments aside, we believe that the answer is
no. Having programmed them ourselves, we can state unequivo-
cally that the robots’ most basic motivation is to do useful work
(i.e., accomplish tasks). They are neither greedy nor dishonest
and are only self-interested in so far as their limited resources
impact their ability to do work. For example, as described in
Section VI-B.I, when its battery level is sufficiently low, a robot
will refuse to take on future tasks and will seek a charging sta-
tion. Except in such special circumstances, the robots cooperate
with each other to the greatest possible extent.

V. MURDOCH

A. Publish/Subscribe Messaging

In implementing distributed control systems for teams of
robots, researchers typically resort toad hoccommunication
strategies. These specialized strategies are often implemented
as hand crafted, task-specific communication graphs. For
example, in [3] and [21], communication channels are ex-
plicitly created among individual behaviors on the different
robots. While this model is well suited to the design of special
purpose, single-task systems, it has not been demonstrated
for the general case of controlling a large group, in which
the members dynamically form teams to accomplish different
tasks as they are presented to the system. As an alternative
to such special-purpose systems, we propose a principled
communication model based onpublish/subscribe messaging,
an instance of anonymous communication.

1) Background: The unifying concept of publish/subscribe
systems is thatmessages are addressed by content rather than by

1Admittedly, the auctioneer somewhat centralizes the system. However, be-
cause we use a hierarchical task structure and because any individual can act as
auctioneer for a particular task, MURDOCH is primarily a distributed mecha-
nism.

destination. This idea, often calledsubject-based addressing, is
used to divide the network into a loosely coupled association of
anonymous data producers and data consumers. A data producer
simply tags a message with a subject describing its content and
“publishes” it onto the network; any data consumers who have
registered interest in that subject by “subscribing” will automat-
ically receive the message. Data producers need not have any
knowledge of which consumers, if any, are receiving their mes-
sages and vice versa. This kind of communication represents a
fundamental departure from the traditional unicast model. We
have tailored this idea slightly so that when a message is pub-
lished, it is addressed to a set of subjects, rather than just one. A
data consumer will receive a message if the subjects in the mes-
sage comprise any subset of the consumer’s current subscription
list. Although we have not optimized the subset matching algo-
rithm in our implementation, others have investigated the topic
[31], [32].

2) Subject Namespace:The first step in creating a pub-
lish/subscribe system is designating the semantics of the subject
namespace. Analogous to deciding the layout of a database, the
interpretation of subjects will heavily influence the rest of the
system. In MURDOCH, since we are allocating tasks among a
group of potentially heterogeneous robots, we use subjects to
represent their “resources.”2 Resources can be physical devices
(e.g., , , ), higher level capabilities
(e.g., , ), or abstracted notions of current
state (e.g., , , ).
Thus, if we have a task that involves going to some location
and observing it, we can reach the capable robots (who are
otherwise unengaged) by addressing a message to the set

. Since messages are addressed
to subjects and subjects represent resources, all interrobot
communication will necessarily be resource centric, which we
believe to be fundamental in achieving our goals. The robots
never interact with each other by name and, in fact, have no
explicit knowledge of each others’ existence; rather they only
communicate about tasks and all messages are addressed in
terms of the resources required to perform those tasks.

B. Auction Protocol

At the heart of MURDOCH lies a simple distributed negoti-
ation protocol that allocates tasks via a sequence of first-price
one-round auctions [30]. The process is triggered by the intro-
duction of a task to the system. The task could be introduced in
many ways, including a human user, a -style alarm, or an
already ongoing task. In every case, the auction proceeds in five
steps.

1) Task announcement.An agent (working on behalf of a
user, alarm, or task) acts as “auctioneer” by publishing
an message for the task. The message
contains details about the task, such as its name, length,
and a new subject on which to negotiate it. The message

2We could have usedtasksinstead ofresourcesin constructing the subject
namespace. Since the robots must agree on a common task vocabulary, few
changes would be required in MURDOCH. Further, the vocabulary of tasks is
smaller than the vocabulary of resources, and by adhering to a task-level ab-
straction, we could easily accommodate more heterogeneous systems in which
different robots execute the same task using different resources.
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is addressed to the set of subjects which represent the
resources required to execute the task; thus, only those
robots currently capable of performing the task will re-
ceive the message.

2) Metric evaluation. Since there may be more than one
capable robot available for a given task, we need a
method for deciding among them. This decision process
is the very basis of achieving effective task allocation;
the goal is to allocate each task to the most fit robot.
Thus, the also includesmetric(s) with
which each candidate robot can determine its fitness (see
Section V-B.I for details on metrics).

3) Bid submission. After evaluating the appropriate
metric(s), each candidate robot publishes its resulting
task-specific fitness “score” as a message.

4) Close of auction.After sufficient time has passed,3 the
auctioneer processes the , determines the winner,
and notifies the bidders with a message. The
winner is awarded a time-limited contract to execute the
task and the losers return to listening for new tasks.

5) Progress monitoring/contract renewal. While the
winner executes the task, the auctioneer monitors task
progress. Assuming sufficient progress is being made,
the auctioneer periodically sends a message to
the winner, which responds with an
message, until the task is completed.

The fact that the winner’s contract is time limited is an essen-
tial part of MURDOCH’s fault-tolerant capabilities. Recalling
the argument for “soft state” [33], time-limited contracts pro-
vide a built-in timeout that can trigger fault detection and re-
covery. For example, if the auctioneer fails to receive an ac-
knowledgment after sending a renewal, it can assume that the
robot previously executing the task has failed, and so it can re-
assign the task. Similarly, the task can be reassigned if the auc-
tioneer finds that insufficient progress has been made. In either
case, the previous winner will terminate task execution when its
contract has expired without renewal.

Since each task will always be claimed by the most capable
robot available at the time, MURDOCH acts as an instantaneous
greedy task scheduler. Thus, it suffers from the well-known
problems of greedy algorithms; they are manifested in our do-
main as situations in which, although sufficient resources exist
to achieve a given set of tasks, the order in which the tasks
are presented causes resources to be exploited in a nonoptimal
manner, such that not all the tasks are actually achieved. Central-
ized broker and matchmaker systems sometimes avoid this pit-
fall by analyzing concurrent tasks before allocating them. That
kind of planning, however, will not help in the class of domains
where individual tasks are input stochastically from some out-
side source, such as a human user.

1) Metrics: Metrics can take many forms, with the restric-
tion that each one, when evaluated in the context of a specific
robot, should return a scalar “score” representing that robot’s
fitness for the task. A metric is usually defined as some func-
tion of the robot’s current state, although in general, a metric
could perform any arbitrary computation, including interrobot

3In the current implementation, the timeout for an auction is 1.5 s.

Fig. 1. Typical Pioneer 2-DX robot. Visible in this image are the two drive
wheels, front sonar ring, compass (small cube), Ethernet modem (antennae
protruding vertically) and laser range finder (looks like a coffee maker). At the
rear of the robot is another ring of sonars.

communication. As an example, if the task under consideration
is to go to a certain location and pick up an object, one possible
metric is to compute the Cartesian distance from the robot’s cur-
rent position to the goal position, with a shorter distance scoring
better.4 Multiple metrics can be defined for a single task, with
the final score being some combination of the individual scores;
we have experimented with combining metrics through both
simple sums and weighted sums that allow for a prioritization
of metrics. It is important to note that metrics, being functions
of each robot’s own sensor data, may not accurately represent
the current state of the robots, possibly resulting in a nonop-
timal allocation of the task. Since finding an optimal allocation
would require gathering global data, guaranteeing its accuracy
and centralizing control, we find our metric-based distributed
approximation to be a parsimonious alternative.

VI. EXPERIMENTAL VALIDATION

We have validated MURDOCH through a series of experi-
ments designed to test the task allocation and fault-tolerant ca-
pabilities of the system. In this section, we detail the robot plat-
form and experiments, then present and discuss the results.

A. Platform

We used as our experimental test bed a team of ActivMedia
Pioneer 2-DX mobile robots (see Fig. 1). The Pioneer 2-DX is a
44 cm 38 cm 22 cm nonholonomic two-wheeled base that

4By using such metrics to compare different robots, we assume that the scalar
fitness values produced by the metrics are indeed comparable. For example, if
distance is a metric, then although they may use different methods for measuring
distance [e.g., odometry versus intertial meausrement unit (IMU)], the robots
must all report distance in the same units.
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Fig. 2. Overhead snapshot of the long-term loosely coupled scenario. The
robot in the center of the image is performing thecleanuptask while the robot
to its immediate left is performing theobject-tracking task. In the upper right
corner is the charging station.

is differentially steered (a passive caster provides balance). This
versatile research robot can be configured with many different
peripherals, including front and rear sonar arrays, compasses,
pan-tilt-zoom cameras and laser range finders.

Each robot houses a Pentium-based computer running Linux,
which executes the robot’s control program. Also onboard is the
device server Player,5 [34] which handles low-level sensor and
actuator control. MURDOCH is implemented on the Pioneer
through the Player interface. Interrobot communication is pro-
vided by way of wireless Ethernet (802.11), with an effective
shared bandwidth of approximately 1.9 Mb/s. The topology is
such that every machine on the network can communicate freely
with every other machine.

B. Experimental Design

We have claimed that MURDOCH’s negotiation-style
task allocation is applicable to a variety of problems and
that it is robust to environmental dynamics, such as robot
failures. To substantiate the first claim, we have evaluated
MURDOCH in two very different domains: a long-term
scenario consisting of many loosely coupled single-robot
tasks, and a cooperative box-pushing task requiring tight
coordination among the robots. To demonstrate fault tolerance,
we explored several robot failure modes in the box-pushing
task. Video footage of these experiments is available at:
http://robotics.usc.edu/~agents/projects/auctions.html.

1) Loosely Coupled Task Allocation:In the pursuit of
long-term autonomy, we designed a scenario (see Fig. 2) in
which a large heterogeneous group was required to self-orga-
nize to accomplish a randomly generated sequence of tasks.

a) Task description:The team comprised the following
machines:

• three robots with cameras;

5Player was developed jointly at the USC Robotics Research Lab and HRL
Labs and is freely available under the GNU General Public License from
http://playerstage.sourceforge.net.

• three robots with cameras and laser range finders;
• one robot with a camera and a tactile bumper array;
• one desktop computer with an overhead camera.

We exercised this team with four different single-robot tasks:

• object-tracking;
• sentry-duty;
• cleanup;
• monitor-object.

The first, object-tracking, requires the and
resources. The task is to find and track from a safe distance
a certain colored object. The second,sentry-duty, requires

, , and . The task is to go to a target
location (marked by a colored object), then turn about and
remain still, watching for any motion with the laser and setting
off an intruder alarm if motion is detected. Our third task,
cleanup, requires , , and . The task
is to find each small box of a certain color and use tactile
bumpers to push the box to the edge of the room, thereby
cleaning the room. The final task,monitor-object, requires
only . The task is to monitor the positions
of various colored objects, such as boxes and robots, from an
overhead view and log the information for later review.

Each robot also runs a battery-monitoring behavior that
checks the current charge whenever the robot is idle, between
tasks. At that time, if the battery is low enough, the robot will
unsubscribe from all subjects (thereby removing itself from
consideration for future tasks) and go to a clearly marked
charging station. After charging for some time, the robot is
freed to reenter the experiment.

b) Experiment: We ran the team over a long period of
time (approximately three hours), periodically injecting random
tasks of random lengths into the system. Each new task was auc-
tioned (and subsequently monitored) by an automated tasking
agent that was executing on a separate desktop computer. Each
machine was controlled by a copy of the same program; this
program simply queried its host for the list of currently avail-
able devices, then made the proper resource subscriptions. For
example, the robots equipped with both cameras and lasers sub-
scribed to , while the desktop com-
puter only subscribed to .

2) Box Pushing:While the previous experimental domain
demonstrates MURDOCH’s ability to handle heterogeneous
multirobot systems, the tasks themselves require little coor-
dination beyond the initial task assignment. To be generally
useful as a tool for control of robot teams, a system must also be
capable of allocating and coordinating tasks that require tightly
coupled cooperation among the robots and it must do so in a
fault-tolerant manner. We chose as an example of this tightly
coupled task domain the long-studiedbox-pushingproblem.

a) Task description:Our experimental box-pushing
setup is shown in Fig. 3. The task we address is to cooperatively
move a box from some initial location to some observable
goal location. In solving this problem, we take inspiration
from human coordination commonly observed when people
move large pieces of furniture. If the people who are pushing
or carrying cannot see where they are going, another person
stands between the carried object and the goal and periodically
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Fig. 3. Our experimental box-pushing setup. The task is for thepushers to
move the box to the goal with the help of thewatcher. (Image 1 of 3 taken from
an experimental trial; see Figs. 4 and 5).

directs them. This “watcher” can see both the current position
of the object and the goal, and thus, can compute an error
signal, perhaps in the form of a correction angle, that can be
communicated to the “pushers.”6

We formally define this problem with a set of constraints.
First, both the box and the goal are observable and there is an
obstacle-free path between them that is wide enough for the box
and robots to pass (i.e., we do not consider negotiating obstacles
in a coordinated fashion, only as part of individual low-level
control). Second, the box is large compared to the size of the
robots.7 Third, the robots can only move the box by pushing
through frictional contact. Finally, the pushing robots cannot
directly perceive the goal due to the size of the box.

We solve this problem with MURDOCH by following the di-
vision of labor used by humans. We construct a natural task
hierarchy in which high-level watching tasks are auctioned to
watcher robots, who then direct the actions of pusher robots by
auctioning appropriate low-level pushing tasks. In these exper-
iments, as shown in Fig. 3, two robots act as and a
third performs the role. The can see the box,
and the can see the goal. In addition, the ,
while servoing on the goal, can accurately perceive (using a laser
range finder) the angular error of the box’s orientation with re-
spect to the path from the box to the goal. Our aim, then, is to
rotate the box until that angular error is zero (i.e., the box is
orthogonal to the path to the goal), while simultaneously trans-
lating it toward the goal. We call this approach to box pushing

; for details of the control law used, see [35].
We describe here only aspects related to task structure and allo-
cation.

Our box-pushing team is composed of the following
machines:

• one robot with a camera and laser range finder;
• two robots with cameras.

A user poses a task to MURDOCH; this task is
hierarchical and is composed of a task that has two
children tasks. The task is auctioned
first, with the resource list . The
one robot with those resources claims the task, becoming the

6Actually, the watcher likely will not communicate the raw angle, but rather
some higher level command, such as “push more on the right.” We do the same.

7Specifically, the intended contact surfaces should allow at least two robots
to be pushing simultaneously.

. It begins executing the task,8 which
consists of the following simple algorithm:

1) servo toward the goal (with the camera);
2) determine the angular error of the box (with the laser

range finder) and calculate appropriate left and right
pushing velocities;

3) if new velocities are approximately equal to the previ-
ously assigned velocities, then renew existing contracts
and go to Step 1;

4) sequentially auction new left and right tasks
with resource lists (mobile camera), in order of decreasing
velocity;

5) go to Step 1.
The metric for the tasks is based on the color

camera input and is a measure of how well the robot is posi-
tioned for pushing on a particular end of the box. For example,
when the task is to push on the right end, the metric reflects
whether the box is offset to the left in the robot’s camera image.
Because of the dynamic nature of the system, each
task is 3 s in length.

In a typical run of , the initially
auctions left and right tasks with proper velocities
and lets them push until the box’s orientation changes suffi-
ciently to warrant different pushing velocities and thus, new
tasks. At that point, the current contracts are allowed to expire
and new ones are formed. This reactivity to world conditions is
the feature that enables MURDOCH to dynamically reassign
tasks in the face of robot failure. For example, when only a
single robot is available, the will actually try to al-
locate two pushing tasks as usual, but only one (the one that has
the higher velocity and is auctioned first) will be claimed. That
single contract is renewed and the robot pushes on one end of the
box until the orientation changes enough that it is more impor-
tant to push the other end, at which point the robot will simply
switch sides. When another robot is introduced, it will claim the
next available pushing task, and the two robots will cooperate
at pushing the box.

b) Experiments:In order to evaluate MURDOCH in the
box-pushing domain, we performed five sets of experiments on
our group of Pioneer robots, as described below. During the
experiments, we measured two quantities: success/failure and
elapsed time. We define success as the situation in which the

declares that the task is terminated and the center of
the box is positioned within 0.5 m of the target location; we do
not specify a target orientation for the box. Conversely, a trial
is a failure if either the declares termination when the
box is not close enough to the goal, or the box is rotated so far
that the can no longer perceive it using its laser range
finder (this threshold is approximately 70). For ground truth we
used an external metrology system consisting of multiple laser
range finders and beacons to track the positions of the box and
robots throughout the experiments (plots are based on that data).

As a control, Experiment Set 1 involved the simplest scenario.
Two robots had to move the box along a straight-line

8As with all tasks, thewatch-box task is time limited and is monitored, in
this case, by an agent on behalf of the user. If thewatcher fails in some way,
then thewatch-box task will be automatically reallocated if a newwatcher
can be found; otherwise the user is notified of the problem.
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Fig. 4. Fault-tolerance in action: After we induced a single robot failure,
the remaining robot is left to push on its own. (Image 2 of 3 taken from an
experimental trial; see Figs. 3 and 5).

Fig. 5. We “revived” the failed robot, it was reintegrated into the team and all
completed the task together. (Image 3 of 3 taken from an experimental trial; see
Figs. 3 and 4).

path for approximately 3 m (90% of the length of our lab) and
no faults were introduced. In Experiment Set 2, we tested the
system’s tolerance to an individual robot failure. The setup is
the same as in Experiment Set 1, with two , but, after
they pushed the box approximately 1.2 m, we simulated a robot
failure by seizing one and shutting it off. As a result,
the remaining was left to push the box by itself, alter-
nating sides under the direction of the (see Fig. 4).
In Experiment Set 3, we tested MURDOCH’s progress moni-
toring capability by introducing a partial robot fault. As with
Experiment Set 2, two began the task together; we
then simulated a robot becoming stuck (e.g., in sand) by dis-
abling its motor power. This failed robot was still in communi-
cation with the team and claimed to be fit for pushing tasks, but
was immobile. In order to complete the task, the had
to detect the lack of progress on the part of the stuck robot and
exclude it from future task offerings. In Experiment Set 4, we
tested the system’s dynamic response by inducing both failure
and recovery. We first let them both push approximately 0.6 m,
then seized one to simulate complete failure. After the
remaining had single-handedly pushed the box another
1.2 m, we reintroduced the failed , at which point the
two had to finish the task together (see Fig. 5).

While Experiment Sets 1–4 showcase the ability of the
system to cooperatively move a box along a

straight line, it is important to be able to follow more general
paths. In Experiment Set 5, we tested the ability of the system
to execute curved trajectories by placing the goal marker
approximately 35 off the center line and 2.75 m away (see
Fig. 6). In order to follow this path, the robots had to behave in

Fig. 6. Setup for Experiment Set 5. Goal is approximately 35� off the center
line, requiring the robots to push the box along a curved trajectory.

Fig. 7. An example plot of task execution during the long-term experiment.
Shown here is the activity, over the first half of the experiment, of the robot
equipped with a camera, laser range finder and bumpers.

a tightly coordinated fashion, making a series of rotational and
translational adjustments.

VII. RESULTS

We now present and discuss the results from experiments per-
formed with MURDOCH in our two task domains.

A. Loosely Coupled Task Allocation

In the loosely coupled scenario, we observed the following
system behavior. Over the course of three hours, the group
(seven robots and one desktop computer) successfully executed
49 tasks. They returned to charge their batteries twelve times.
Some of the randomly generated tasks were unachievable due
to a lack of resources, because all the capable robots were
either charging or otherwise engaged. In these situations, an
error was returned, suggesting that the task be reintroduced
later. We have not automated the task reintroduction process,
but a variety of solutions are immediately apparent (e.g., the
exponential back-off algorithm used by Ethernet to resolve bus
contention).

The same control program executed on each robot for the
length of the experiment, with robots periodically idle (only ex-
ecuting passive collision avoidance), executing some task, or
charging. Shown in Fig. 7 is a plot of the task execution over
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Fig. 8. Communication overhead incurred by MURDOCH. Shown here is the
total amount of data transferred among the robots during the first 15 minutes of
the long-term experiment. Each spike corresponds to an auction, which causes
a brief flurry of activity.

time of one of the robots. The plot is from the robot equipped
with a camera and tactile bumper array. The robot begins at the
charging station, then is periodically idle and engaged in var-
ious tasks. Given its resources, this robot was only capable of
the track-object andcleanup tasks, and so those are the tasks
that it accepted and executed.

Whenever sufficient resources were available for a task, the
task was allocated and executed. Further, each task was allo-
cated optimally, up to the accuracy of the metrics and the sensor
data on which it relied. Given our assumption of truly random
task injection, with no look ahead, the robot assigned to each
task was the best available robot for that task at the time of as-
signment. Finally, MURDOCH is efficient with regard to com-
munication. Over the entire experiment, 3791 messages were
sent, with an average size of 36.06 B (see Fig. 8). The average
total bandwidth used by MURDOCH was 0.66 kb/s, with a max-
imum burst of 4.74 kb/s. This usage, which is the entire commu-
nication overhead incurred by MURDOCH, is a tiny fraction of
the bandwidth available on modern radio networks (1–11 Mb/s),
suggesting that the system will scale well with larger numbers
of robots and/or tasks.

B. Box Pushing

We performed 10 trials each from Experiments Sets 1–4. In
the 40 trials, there were a total of four failures, one occurring
in each set. Three failures were due to over-rotation of the
box, and the fourth was due to premature termination on the
part of the , presumably because of sensor noise.
With 36 successes in 40 trials, the two-sided 95% binomial
confidence interval for the overall success rate of the system
is: . We also analyzed the time elapsed during
the successful trials, as a measure of relative efficiency among
the different experiments. The results are shown in Table I. In
Experiment Set 1, with no failure, the two almost
always executed the task in one continuous movement, yielding
extremely similar (and short) completion times across trials.
When one robot failed, the completion time rose considerably
because the remaining robot was left to push either side of

TABLE I
MEAN (�) AND STANDARD DEVIATION (�) OF THE ELAPSED TIME

(IN SECONDS) FOR SUCCESSFULPUSHING TRIALS IN EACH OF

FOUR BOX PUSHING EXPERIMENT SETS

Fig. 9. Path of the box in an example trial from Experiment Set 3 (units are
meters). The rightpusher fails, leaving the otherpusher to push either end of
the box in turn.

the box in turn, which is rather inefficient compared to the
two-robot cooperative case.

Experiment Set 3 (see Fig. 9) took longer still because,
before the healthy could take over the task on its
own, the had to recognize that the other robot was
“stuck” and declare it unfit to participate. Exactly how long
the should wait is a system parameter that represents
a tradeoff between good dynamic response and the chance
of falsely declaring a fault. The average completion time for
Experiment Set 4 was less than for the other two failure modes,
which suggests that the overhead required for coordination
is outweighed by the improvement in performance from the
robot’s reintegration to the team. However, the large standard
deviations preclude stronger comparisons. The magnitude
of the standard deviations in the failure cases is explained
intuitively by the complexity of the system; as the situation
becomes more complicated, the exact behavior of the robots
is less repeatable, due to the numerous interacting dynamic
processes (e.g., variable torque output from motors, friction
between the box and the floor, etc.).

We note that, in Experiment Set 4, after the failed robot recov-
ered and was reintroduced, the switched sides when
appropriate, which was in half the trials. The appropriateness of
switching was determined by the configuration of the box and
the remaining at the time of reintroduction, and this
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Fig. 10. Path of the box in trials from Experiment Set 5 (units are meters).
Shown here is the trajectory of the center of the box for four successful trials in
either direction. For comparison, the dashed lines represent the “ideal” paths.

configuration was, in turn, a result of the complex system dy-
namics mentioned above. However, the fact that the pushers au-
tomatically switched sides at the right times, with no detriment
to performance, demonstrates that our task-allocation system
performs as specified.

In addition to verifying thevalidity of the task assignments
made by MURDOCH, we also want to know theirquality. We
evaluate the system in this respect by com-
paring the measured trajectories of the box to an “ideal” trajec-
tory. For this comparison, we define the ideal trajectory as the
one which causes the center of the box to follow the shortest
path to the goal. This path is simply the straight line from the
initial location of the box to the goal. However, this trajectory
is unrealistic because it would require that the box be rotated in
place at the start, a feat of which the physical robots are not ca-
pable. Shown in Fig. 10 are measured and ideal box trajectories
for trials in Experiment Set 5. We can see from this data that
the system generates efficient paths that are
close to the (unachievable) ideal.

VIII. C ONCLUSION

We have presented a novel method of dynamic task alloca-
tion for multirobot systems, based on the CNP [5]. To evaluate
our approach, we have implemented the task-allocation system
MURDOCH, based on a principled publish/subscribe mes-
saging model. In this model, all interrobot communication is
necessarily anonymous and resource centric. We tested MUR-
DOCH on physical robots in both a long-term loosely coupled
task domain and a short-term tightly coupled box-pushing
task. We demonstrated that the system is extremely reactive to
changes in the environment, including abrupt failures of robots
and random introduction of new tasks. The primary contribu-
tion of this paper is the empirical demonstration that distributed
negotiation mechanisms such as MURDOCH are effective in

coordinating physical multirobot systems. Such systems are,
as a rule, complex and difficult to coordinate. MURDOCH
simplifies this problem by automating task allocation in a
resource-efficient manner. The system is distributed, with no
single point of congestion or failure, making it particularly well
suited to multirobot coordination.

We are continuing the development of this task-allocation
system. In addition to applying MURDOCH to other domains,
we are exploring algorithms for allocating tasks in environments
in which there is not a robot-level resource abstraction. For ex-
ample, if we want to track some phenomenon (such as a person
walking) throughout a building instrumented with sensors, the
intuitive solution is to pose a single task to the network.
The sensors should then dynamically form teams and make col-
lective bids for the task. We are interested in methods for guiding
the formation of such teams.
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